Robustness of Support Vector Machine-based Classification of Heart Rate Signals
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Abstract—In this study, we discuss the use of Support Vector Machine (SVM) learning to classify heart rate signals. Each signal is represented by an attribute vector containing a set of statistical measures for the respective signal. At first, the SVM classifier is trained by data (attribute vectors) with known ground truth. Then, the classifier learnt parameters can be used for the categorization of new signals not belonging to the training set. We have experimented with both real and artificial signals and the SVM classifier performs very well even with signals exhibiting very low signal to noise ratio which is not the case for other standard methods proposed by the literature.

I. INTRODUCTION

Heart Rate Variability (HRV) analysis is based on measuring the variability of heart rate signals and more specifically, the variability in intervals between R peaks of the electrocardiogram (ECG), referred as RR intervals. Several techniques have been proposed for the investigation of evolution of features of the HRV time series. A survey of statistical methods, based on the estimation of the statistical properties of the beat-to-beat time series, can be found in [1]. These methods describe the average statistical behavior of the signal over a considered time window. Spectral methods [2], based on FFT or standard autoregressive modeling, were also proposed. More recently, nonlinear approaches, including Markov modeling [3], entropy-based metrics [4], [5], the mutual information measure [6] and probabilistic modeling [7], [8] were presented to examine heart rate fluctuations. Other methods include the application of the Karhunen-Loève transformation [9] or modulation analysis [10], [11].

In this study we are concerned with a two-class pattern classification problem. Let vector \( x \in \mathbb{R}^n \) denote a pattern to be classified and let scalar \( y \) denote its class \( (y \in \{ \pm 1 \}) \). Also let \( \{(x_i, y_i), \ i = 1, \ldots, l\} \) denote a set of \( l \) training examples. The problem is how to construct a decision function \( f(x) \) that correctly classifies an input pattern that is not necessarily in the training set.

A. Linear SVM classifiers

If the training patterns are linearly separable there exists a linear function of the form

\[
f(x) = w^T x + b
\]

such that \( y_i f(x_i) \geq 0 \), or \( f(x_i) \geq 0 \) for \( y_i = +1 \) and \( f(x_i) < 0 \) for \( y_i = -1 \). Vector \( w \) and scalar \( b \) represent the hyperplane \( f(x) = w^T x + b = 0 \) separating the two classes.

While there may exist many hyperplanes separating the two classes the SVM classifier finds the hyperplane that maximizes the separating margins between the two classes [12], [13]. This hyperplane can be found by minimizing the cost function:

\[
J(w) = \frac{1}{2} w^T w = \frac{1}{2} \|w\|^2
\]

subject to the separability constraints

\[
y_i(w^T x_i + b) \geq 1, \ i = 1, \ldots, l.
\]

* Asterisk indicates corresponding author.
If the training data is not completely separable by a hyperplane a set of slack variables \( \xi_i \geq 0, i = 1, \ldots, l \) is introduced which represent the amount by which the linearity constraint is violated:

\[
y_i(w^T x_i + b) \geq 1 - \xi_i, \quad \xi_i \geq 0, \quad i = 1, \ldots, l. \tag{4}
\]

In that case, the cost function is modified to take into account the extent of the constraint violations. Hence, the function to be minimized becomes:

\[
J(w, \xi) = \frac{1}{2}\|w\|^2 + C \sum_{i=1}^{l} \xi_i \tag{5}
\]

subject to the constraints in (4). Here, \( C \) gives the significance of the constraint violations with respect to the distance between the points and the hyperplane and \( \xi \) is a vector containing the slack variables. The cost function in (5) is called \textit{structural risk} and is a trade-off between the empirical risk (the training errors reflected by the second term) with model complexity (the first term) [23]. The purpose of using model complexity to constrain the optimization of empirical risk is to avoid overfitting, a situation in which the decision boundary corresponds to the training data and thereby fails to perform well on data outside the training set.

The problem in (5) with the constraints in (4) can be solved by introducing Lagrange multipliers. With some manipulation, it can be shown that the vector \( w \) is formed by linear combination of the training vectors:

\[
w = \sum_{i=1}^{l} \alpha_i y_i x_i \tag{6}
\]

where \( \alpha_i \geq 0, \quad i = 1, \ldots, l \) are the Lagrange multipliers associated with the constraints in (4). The Lagrange multipliers are solved for the dual problem of (5), which is expressed as:

\[
\max_{\alpha_i} \left\{ \sum_{i=1}^{l} \alpha_i - \frac{1}{2} \sum_{i=1}^{l} \sum_{j=1}^{l} \alpha_i y_i y_j K(x_i, x_j) \alpha_j \right\} \tag{7}
\]

subject to the constraints:

\[
\alpha_i \geq 0, \quad \sum_{i=1}^{l} \alpha_i y_i = 0 \tag{8}
\]

The cost function to be maximized in (7) is convex and quadratic with respect to the unknown parameters \( \alpha_i \) and in practice, it is solved numerically through quadratic programming.

Note that only a few parameters \( \alpha_i \) will have values satisfying the constraints in (8), that is will be nonzero. The corresponding training vector \( x_i \) is called \textit{support vector}. Vector \( w \) is computed from (6) while scalar \( b \) is computed from \( y_i(w^T x_i + b) = 1 \) for any support vector. The classification of a vector \( x \) outside the training set is performed by:

\[
f(x) = \text{sign} \left( \sum_{i=1}^{l} (\alpha_i y_i x_i + b) \right) \tag{9}
\]

B. Kernel-based SVM classifiers

For many datasets, it is unlikely that a hyperplane will yield a good classifier. Instead, we want a decision boundary with more complex geometry. One way to achieve this is to map the attribute vector into some new space of higher dimensionality and look for a hyperplane in that new space, leading to kernel-based SVMs [24], [25]. The interesting point about kernel functions is that although classification is accomplished in a space of higher dimension, any dot product between vectors involved in the optimization process can be implicitly computed in the low dimensional space [13].

Let \( \Phi(\cdot) \) be a non linear operator mapping the input vector \( x \) to a higher dimensional space. The optimization problem for the new points \( \Phi(x) \) becomes:

\[
\min_{w, \xi} J(w, \xi) = \frac{1}{2}\|w\|^2 + C \sum_{i=1}^{l} \xi_i \tag{10}
\]

subject to the constraints:

\[
y_i(w^T \Phi(x_i) + b) \geq 1 - \xi_i, \quad \xi_i \geq 0, \quad i = 1, \ldots, l. \tag{11}
\]

Following the same principles as in the linear case, we note that the only form in which the mapping appears is in terms of \( K(x_i, x_j) = \Phi(x_i) \Phi(x_j) \). That is, the mapping appears only implicitly through the kernel function \( K(\cdot, \cdot) \). There are a variety of possible kernels. However, when choosing a kernel it is necessary to check that it is associated with the inner product of some nonlinear mapping [23]. Some typical choices for kernels are polynomials and radial basis functions.

Finally, the dual problem to be solved is:

\[
\max_{\alpha_i} \left\{ \sum_{i=1}^{l} \alpha_i - \frac{1}{2} \sum_{i=1}^{l} \sum_{j=1}^{l} \alpha_i y_i y_j K(x_i, x_j) \alpha_j \right\} \tag{12}
\]

subject to the constraints:

\[
\alpha_i \geq 0, \quad \sum_{i=1}^{l} \alpha_i y_i = 0 \tag{13}
\]

and the classifier becomes:

\[
f(x) = \text{sign} \left( \sum_{i=1}^{l} (\alpha_i y_i K(x, x_i) + b) \right) \tag{14}
\]

C. Feature extraction

Standard classification techniques applied to the study of HRV rely on signal statistics. In this study we have stacked 11 statistical measures [1] in a vector for each ECG and applied kernel-based SVMs to perform signal classification. The measures we have considered are:

- the standard deviation (SDNN),
- the standard deviation of the average RR interval calculated over 5 minutes (SDANN),
- the root mean square of successive differences (RMSSD),
• the mean of the 5-min standard deviation of the RR interval calculated over 24 hours (SDNNi),
• the standard deviation of successive differences (SDSD),
• the number of interval differences of successive RR intervals greater than 50 ms over the number of RR intervals (pNN50),
• the mean prediction error of the signal using local linear prediction (LLP),
• the total number of all RR intervals divided by the height of the histogram of all RR intervals measured on a discrete scale with bins of 78125 ms (TI),
• the baseline width of the minimum square difference triangular interpolation of the highest peak of the histogram of all NN intervals (TINN),
• the entropy of the signal,
• the autocorrelation of the signal.

III. RESULTS

We have established several experimental configurations. We have applied SVM classification to a subset of the Fantasia database [26]. This database consists of twenty young (21 - 34 years old) and twenty elderly (68 - 85 years old) rigorously-screened healthy subjects which underwent 120 minutes of continuous supine resting while continuous ECG signals were collected. All subjects remained in a resting state in sinus rhythm while watching the movie Fantasia (Disney, 1940) to help maintain wakefulness [26]. In this study, we present results for the 10 heart beat time series consisting of five young and fiveelderly subjects.

In that framework, we also compared the SVM approach with the LVQ neural network [22]. LVQ is an autoassociative nearest neighbor classifier which classifies arbitrarily patterns into classes using an error correction encoding procedure related to competitive learning. The main idea is to cover the input space of samples with codebook vectors, each representing a region labeled with a class. A codebook vector can be seen as a prototype of a class member, localized in the center of a class or decision region (Voronoi cell) in the input space. A class can be represented by an arbitrarily number of codebook vectors, but one codebook vector represents one class only.

At first, leave-one-out cross-validation was used to evaluate the classifiers. More precisely, we have trained the classifiers with nine signals leaving one as a test signal. This was performed for all of the ten signals. In all cases the SVM-based categorization was 100% accurate while the LVQ classified correctly 83% of the signals. A second experiment consists in investigating the robustness to noise of the SVM classifier. The original signals were corrupted by zero mean white Gaussian noise. The standard deviation of the noise was selected appropriately in order to obtain signal to noise ratios (SNR) between 5 and 0 dB. For each signal, 50 new signals were generated. Attribute vectors were created from the degraded signals and the classifiers were trained by a total number of 500 signals for each SNR level. 200 new test signals were then created by the same procedure for each SNR level and the classifiers were evaluated on them. We have to mention that when important amount of noise is added to the signal, the statistical attributes cannot classify the signals by themselves. For instance, fig. 1 illustrates the modification in some statistical measures introduced by the noise. As it can be noticed, a value of 16 for the triangular index and a value of 0.03 for the SDANN separates the young from the elderly subjects (fig. 1(a)-(b)). On the other hand, when the original RR signals are corrupted by white Gaussian noise categorization by simple thresholding becomes impossible.

Table I summarizes the performances of the compared classifiers. As it can be seen, the SVM approach performs better than the LVQ neural network.

<table>
<thead>
<tr>
<th>Correct classification (%)</th>
<th>SVM</th>
<th>LVQ</th>
</tr>
</thead>
<tbody>
<tr>
<td>5 dB</td>
<td>70%</td>
<td>100%</td>
</tr>
<tr>
<td>4 dB</td>
<td>69%</td>
<td>99%</td>
</tr>
<tr>
<td>3 dB</td>
<td>65%</td>
<td>95%</td>
</tr>
<tr>
<td>2 dB</td>
<td>62%</td>
<td>89%</td>
</tr>
<tr>
<td>1 dB</td>
<td>60%</td>
<td>88%</td>
</tr>
<tr>
<td>0 dB</td>
<td>62%</td>
<td>70%</td>
</tr>
</tbody>
</table>

IV. CONCLUSION

The categorization of the ECGs into two distinct groups according to their heart rate variability can be very accurate using an SVM in cases where standard methods fail to present a satisfactory categorization. Experiments comparing SVM classification of heart rate signals with the classifications obtained by other non-linear classifiers have also confirmed the effectiveness of the former methodology even in the presence of important amount of noise. A perspective of this study is the application of the SVM classifier to other ECG databases.
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